
 

 

A conjoint experiment of  how design features 

affect evaluations of  participatory platforms 
 

 

 

 

Henrik Serup Christensen 

Samforsk, Department of Political Science 

Åbo Akademi University 

Henrik.christensen@abo.fi  

 

Date: 21.05.2019 

 

Abstract:  

Online participatory platforms are introduced to boost citizen involvement in political decision-making. 

However, the design features of these platforms vary considerably, and these are likely to affect how prospective 

users evaluate the usefulness of these platforms. Previous studies explored how prevalent different design features 

are and how they affect the success of platforms in terms of impact, but the attitudes of prospective users remain 

unclear. Since these evaluations affect the prospects for launching successful participatory platforms, it is 

imperative to assess what citizens want from such digital possibilities for participation.  This study uses a conjoint 

experiment (n=1048) conducted in Finland that explore the impact of seven design features: Discussion 

possibilities; Interaction with politicians and experts; Information availability, Aim of participation; Identity 

verification; Anonymous participation and Accessibility. Furthermore, it is examined whether the effects differ 

across use of ICTs measured by generation, time online and prior use of participatory platforms. The results 

suggest that most design features have clear effects on evaluations, and that deliberative features have the 

strongest effects. Furthermore, the effects are relatively stable across prior use although the less experienced put 

a stronger emphasis on verification.  
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conjoint analysis 

  

mailto:Henrik.christensen@abo.fi


 

1 
 

1 Introduction 
Early proponents of “teledemocracy” envisioned that information and communication technologies 

(ICTs) could facilitate democratic participation (Dutton, 1992). Eminent political scientists such as 

Robert Dahl were also quick to imagine that the technological advances would transform the 

functioning of democracy by creating virtual agoras where citizens could take part in political decision-

making (Dahl, 1989). Although early visions of e-democracy today appear to have exaggerated the 

transformative power of ICTs, there is little doubt that ICTs will play a prominent role in adapting 

democracy to confront current challenges (Coleman & Shane, 2012; Neblo et al., 2018).  

Online participatory platforms is one innovative way to use ICTs to let citizens provide input into 

political decision-making (Esau et al., 2017). Such platforms exist at different levels of government in 

countries all over the world, but their aims and scope vary considerably (United Nations, 2018).  A 

great deal of scholarship is devoted to exploring aims and consequences of participatory platforms 

(Åström & Grönlund, 2012; Esau et al., 2017; Kitsing, 2011; Manoharan & Holzer, 2012; Tambouris & 

Gorilas, 2003). Part of this research has explicitly examined failures (Anthopoulos et al., 2016; Choi & 

Chandler, 2020; Elkadi, 2013; Toots, 2019), clearly showing that the platforms frequently fail to meet 

the expectations.  

One reason may be that the perspective of citizens is frequently neglected. It is difficult to ask 

prospective users directly since they often do not have clear ideas of what they want, which leads to 

unreliable answers (Zaller, 1992). Research on website design therefore frequently eschew user 

evaluations and instead rely on measures such as eye tracking of usage to evaluate design features 

(Nielsen & Pernice, 2010). Nevertheless, this inattention may contribute to the failure of participatory 

platforms because the attitudes of citizens towards them have important implications for whether 

they are able to mobilize citizens, which is important from a democratic perspective (Christensen, 

2020). 

This study therefore investigates how different design features of participatory platforms affect 

citizens’ evaluations of these platforms. This is done with a conjoint experiment that makes it possible 

to avoid asking people directly about their preferences. 

2 Participatory platforms and democratic ideals  
This section first defines some central concepts before moving on to outlining potential differences in 

what democratic ideals participatory platforms may adhere to and explain how this affects what 

possibilities they offer prospective users.  

Participatory platform here refers to online websites or apps provided by authorities to give users the 

chance to provide input into political decision-making. That they are launched by government 

authorities entails that they have an official status and form part of the formal political system. This 

distinguishes them from grassroot websites that also aim to mobilize citizens, but without the 

authoritative clout that the participatory platforms under scrutiny here.  

That these platforms are directly linked to formal political system makes it possible for users to obtain 

information of and provide input into the political decision-making. This separates them from 

governmental websites that only provide official information. More importantly, it also separates 

participatory platforms from service platforms where users obtain information on services online 

and/or interact directly with the authorities online in a capacity of service receiver rather than citizen 
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(Anttiroiko et al., 2014). A distinction can be drawn between e-government and e-democracy, where 

the former concern the use of online public services (Choi & Chandler, 2020; Holden et al., 2003; Lim, 

2010), while the latter refers to online efforts that aim to increase the involvement of citizens in 

political decision-making (Chadwick, 2003; Christensen, 2013; Päivärinta & Sæbø, 2006). Although 

both are of importance when considering the relationship between citizens and authorities, the 

individual in a citizen role is of primary importance from a democratic perspective (Chadwick, 2003).  

All participatory platforms consist of a bundle of design features, i.e. different possibilities and 

demands that the users are faced with when using the platform (Åström & Grönlund, 2012; Esau et al., 

2017; Fung, 2003; Steibel & Estevez, 2015). Examples of design features include whether a platform 

allows users to discuss a topic with other users or whether it is possible to ask questions from decision-

makers.  It may be difficult to decide exactly what to include in a platform. For a participatory platform 

to appeal to citizens, it is important that it incorporates features that enable users to perform the tasks 

they want to accomplish. However, jamming the platform with too many features makes it 

complicated to comprehend the possibilities exist and take advantage of them. The platform should 

therefore preferably not include unnecessary design features that are not demanded by users.  

What design features are included determines how much it empowers citizens in influencing political 

decisions, and thereby also reveal what democratic ideal the platform adheres to. It is helpful to 

distinguish three democratic ideals that differ in their conceptualizations of the role of citizens in 

democracy (Christensen, 2013; Held, 2006; Päivärinta & Sæbø, 2006): The representative, the 

participatory and the deliberative democratic ideal.  

According to the representative ideal, democracy is about citizens being able to select their leaders in 

free and fair elections. Accordingly, participatory platforms should help citizens keep track of their 

official representatives and thereby enable them to punish or reward them in regular elections. Hence, 

it becomes imperative to provide information on decision-making processes and the actions of 

representatives, but not necessarily to allow citizens to take an active role in the decision making. The 

participatory democratic ideal advocates a more active role for citizens as this helps ensure that their 

views are given due consideration during the decision-making (Pateman, 1970). Hence, participatory 

platforms that subscribe to this ideal should turn the information flow and allow citizens to provide 

input into the decision-making, for example by making it possible for users to ask questions, make 

recommendations, and even take final decisions to ensure that decisions correspond to the 

preferences of citizens (Chadwick, 2003). The deliberative democratic ideal also emphasizes citizen 

involvement, but to a larger extent than the two other ideals highlights the importance of developing 

and modifying preferences during participation to reach an enlightened understanding of the issues 

involved (Chambers, 2003; Fishkin, 2009). Compared to the unidirectional flows of information in the 

representative and participatory ideals, communication is here multidirectional and interactive 

(Chadwick, 2003: 449). Accordingly, participatory platforms should emphasize deliberation among 

citizens, possibly also including their representatives, to achieve a dialogue based on respect and 

mutual consideration between participants (Coleman & Shane, 2012; Dahlberg, 2001; Dahlgren, 2005).  

An important question in connection to this is who will take advantage of the possibilities on offer? 

The possibilities offered by participatory platforms should ideally make political decision-making 

accessible to all. However, demands for specific features may vary systematically across subgroups, 

which means that including them can empower certain groups while excluding others, thereby creating 

a digital divide that exacerbate existing differences in participation (Norris, 2001).  
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For the present purposes, it is particularly important to determine whether people who are 

accustomed to using ICTs have entirely different preferences. Those who already use ICTs are likely to 

differ from the general population in key socio-demographic characteristics such as age, education and 

place of living (Dijk, 2005; DiMaggio & Garip, 2012; Warschauer, 2004). Because of their familiarity 

with ICTs, they are also likely to have specific preferences for what design features a participatory 

platform should incorporate. While these preferences may be said to be superior in the sense that they 

are based on actual experience, constructing a new platform solely on such preferences may lead to 

insurmountable obstacles for less experienced users to take full advantage of the possibilities offered. 

Consequently, rather than even out existing differences, participatory platforms may unwillingly create 

deeper digital divides. On the other hand, this risk would be negligible when preferences were even 

across prior use. 

3 Research design 
The study considers two broad hypotheses: 

H1: Design features influence evaluations of participatory platforms. 

H2: The effects of design features differ across prior use of ICTs.  

3.1 A conjoint experiment of how design features affect evaluations of participatory 

platforms 

The causal impact of seven central design features of participatory platforms is analyzed with the help 

of a conjoint experiment, which is a form of survey experiment that makes it possible to study the 

causal impact of several factors simultaneously (Hainmueller et al., 2014; Leeper et al., 2020). This 

method is valuable for the present research questions because it makes it possible to discern the 

impact of various design features on respondents’ attitudes towards a specific participatory platform. 

Furthermore, it is possible to explore differences across sub-groups, such as  depending on prior ICT 

use, to discern whether the effects are homogenous across the population (Abramson et al., 2019; 

Leeper et al., 2020).  

In the choice-based conjoint design used here, respondents were first presented with an introduction 

that explain the aim of the study. Following this, they were six times shown two different hypothetical 

participatory platforms and asked to select the platform they prefer to see introduced in Finland. The 

hypothetical platforms were constructed by randomizing the values of the design features, thereby 

making it possible to determine the causal effect of these on the probability that a platform will be 

preferred. Figure 1 shows a screenshot of how the conjoint appeared in Qualtrics, which was used for 

collecting data.  
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Figure 1 Screenshot from Qualtrics 

 

In the following, I explain what features are included and how these may affect evaluations. The first 

four design features concerns various features that empower citizens and are closely related to the 

democratic ideals outlined above. The latter three concerns the user experience and are of a more 

practical nature to make the scenarios more realistic, although they also have consequences for how 

closely the platforms realize either of the democratic ideals.  

The first design feature concerns the possibility for discussions, which is often considered one of the 

key advantages of participatory platforms (Bravo et al., 2019; Esau et al., 2020; Tambouris & Gorilas, 

2003). This feature is clearly in line with the deliberative conceptualization of democracy, according to 

which citizens ought to develop their preferences through dialogue and rational assessment of their 

prior beliefs. However, this may require that a facilitator or moderator ensures that discussions are 

conducted in a civilized manner (Coleman & Moss, 2012; Landwehr, 2014). While moderation improves 

the quality of discussions (Strandberg et al., 2017), online moderation is sensitive on government 

platforms due to fears that it leads to censorship (Wright, 2006). Hence, even when people realize that 

moderation can increase the quality of discussions, it cannot be taken for granted that they prefer this 

over unmoderated discussions.  

Interaction with decision makers is another important design feature with clear implications for 

democracy. Most platforms involve some form of interaction, if only in the sense of being able to 

submit questions to decision-makers (Christensen, 2013). An important difference is whether 

interaction occurs in real-time or is asynchronous, giving participants the time to contemplate the 

issues involved before asking further questions or adding comments(Coleman & Moss, 2012, p. 8). 

Asynchronous interaction may increase the quality of deliberation on platforms (Esau et al., 2017). But 

the type of interaction is also important given that people are more likely to engage in reading text 

than writing it (Rhee & Kim, 2009).  

Availability of information is also included as a design feature because dissemination of information is 

considered one of the key advantages of ICTs (Coleman & Blumler, 2009, p. 8). Disclosure of 

information helps empower citizens and hold officials responsible for any mismanagement of public 

resources (Kosack & Fung, 2014, p. 66). Nevertheless, the provision of information can range from 

short digested summaries to large-scale access to all information. Openness and transparency are 
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generally considered prerequisites for a well-functioning democratic process (Bertot et al., 2010). 

However, citizens may prefer small pieces of information that make it possible to gain a quick overview 

over the proceedings.  

Another design feature in the conjoint involves the role of the platform in political decision-making 

(Åström & Grönlund, 2012). This concerns how much influence citizens are afforded when using 

participatory platforms. Participatory platforms can play different roles in the decision-making process, 

and this has consequences for the degree of policy influence (Åström & Grönlund, 2012). Some 

platforms make it possible for citizens to provide general suggestions to decision makers, whereas 

others allow them to make decisions. It remains unclear what role citizens prefer for online platforms 

since some studies show that it cannot be taken for granted that they favor stronger decision-making 

competences (Christensen, 2020).  

The type of verification has consequences for how difficult it is for users to take part, but also affect 

the legitimacy of the platform. Public websites often demand some form of identity verification, 

especially when allowing participants to provide input into formal political decision-making processes 

(Ma & Agarwal, 2007; Mir et al., 2020; Mordini & Green, 2009). The verification process can involve 

weak verification (for example sending a link to an email address that participants must click to verify 

their identity) or strong verification (use of official documents to verify identity). The dilemma here is 

that the authorities’ demand for identity verification must be combined with the individual’s right to 

privacy. It is important to verify that users have the right to contribute from an administrative 

perspective, but the right to privacy is also important, especially since it is imperative to ensure 

adequate protection of digital private data (Boehme-Neßler, 2016). Worries over security breaches 

may entail that people are reluctant to give authorities access to sensitive information needed for 

strong identity verification. 

Related to this, anonymity has been a debated topic for online participation (Asenbaum, 2018; Moore 

et al., 2020; Nissenbaum, 1999).1 While the right of anonymity is considered an intrinsic democratic 

right when it comes to voting, the situation is very different when it comes to online participation, 

where it has been debated whether people should be allowed to participate anonymously on public 

platforms and especially on various media  sites, where anonymity can create an environment hostile 

to a sound democratic discussion (Cho & Kwon, 2015). However, while making people identifiable can 

increase deliberative quality it can also decrease engagement because people become less eager to 

contribute (Rhee & Kim, 2009).  

The final design feature investigates the impact of accessibility by varying whether the platform is 

available through a computer browser or in an application developed for these purposes by the 

authorities or on their behalf (Desouza & Bhagwatwar, 2012; Jäske & Ertiö, 2019). Applications provide 

additional possibilities in a user environment developed for specific purposes, and may even help 

realize central democratic ideals (Jäske & Ertiö, 2019). Nevertheless, it can from a user perspective be 

easier to access a participatory platform through a web browser that is readily available on any device, 

do not require installation, and do not pose additional risks of privacy breaches. From a design 

perspective, it is therefore important to understand how this aspect affects evaluations.  

 
1 Anonymity here concerns whether users reveal their identity to other users rather than the authorities behind the platform 
and is therefore distinct from the verification design feature. 
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Table 1 shows the design features and the possible values included in the conjoint.  

Table 1. Design features and values 

Design 
feature 

Description Value (R=reference category) 

Discussions  Possibilities for discussions 
among participants 

1. No discussions (R) 
2. Unmoderated discussions between participants 
3. Discussions between participants supervised by a neutral moderator 

Interaction  Possibilities for interaction 
with politicians and experts 

1. No interaction (R) 
2. Submit questions to experts and politicians that are answered after a 

few days 
3. Chat questions to experts and politicians that are answered 

immediately 
4. Ask questions to experts and politicians in occasional live meetings 

with webcams  
Information  Availability of information  1. No information is available (R)  

2. Access to all official documents in connection to decisions 
3. Short overview of important issues in connection to decisions 

Decision-
making role 

The main goal of participation  1. Undefined (R) 
2. Come up with new suggestions and ideas 
3. Discuss existing suggestions and ideas 
4. Decide on final policies 

Verification  Verification of the identifies 
of participants 

1. No verification (R) 
2. Weak verification by sending email link 
3. Strong verification with bank codes or personal id 

Anonymity Possibility to participate 
anonymously 

1. Not possible (R)  
2. Possible  

Accessibility  Possibilities for accessing 
platform 

1. Via Internet browser on computer (R) 
2. In an application for phones and tablets 

 

3.2 Data, variables, and methods of analysis 

The data come from a survey distributed via Qualtrics (n=1048) collected during 13 November-11 

December 2019, which was filled in by a sample of respondents representative of the Finnish 

population when it comes to age, gender, and region of living.2  

Finland provides an interesting case for the present purposes as the Finnish state has a relatively long 

history of providing possibilities for online participation on official platforms.3 The Finnish population 

may therefore be argued to be experienced in using ICTs for political purposes and therefore better 

able to determine what features they demand. 

While the survey includes 1048 respondents, the unit of analysis is the profiles evaluated, meaning the 

total number of units of analysis is the number of respondents (1048) times the number of profiles in 

each comparison (2) times the number of comparisons each respondent makes (6) =12576 units of 

analysis.  

The dependent variable is a dichotomous variable indicating whether a profile is chosen (1) or not (0) 

in each comparison. 

The central independent variables are the design features, or attributes in conjoint terminology. These 

are measured as categorial variables indicating the values, or attribute levels, shown in each profile. 

 
2 The use of an online panel for data collection mean that it is impossible to reach people who completely refrain from using 
the Internet. However, this problems is negligible considering that the use of the Internet is widespread in Finland, where 
93.5% of the population were Internet users in 2015 (https://www.internetworldstats.com/eu/fi.htm).   
3 An overview in English of the current possibilities can be found at http://www.demokratia.fi/en/home/. 

https://www.internetworldstats.com/eu/fi.htm
http://www.demokratia.fi/en/home/
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The variables are categorical variables represented by dummy variables for each attribute level, which 

makes it necessary to designate a reference category as indicated in Table 1. In most cases, the 

reference category is the level that indicates absence of a feature, which means that the estimates can 

be understood as the effect of introducing a feature on the favorability of a platform.4 

The randomization of conjoint attributes ensures that the effects are independent of respondent 

characteristics, meaning that it is unnecessary to include control variables. However, it is important to 

verify establish whether the effects are similar across subgroups because certain attributes may have 

stronger or weaker impacts depending on this (Abramson et al., 2019; Leeper et al., 2020). This is 

closely related to the second aim here, which is to explore differences across prior use of ICTs. Three 

respondent characteristics are used to examine differences across prior use of ICTs to gauge a possible 

digital divide: Generation, time online and experience with using participatory platforms.  

Generations is included since older generations are considered to be less willing or able to adopt new 

technology, whereas younger  generation are digital natives who grew up with ICTs and therefore take 

the possibilities for granted (Bailey & Ngwenyama, 2010; Howe & Strauss, 2009). It is therefore likely 

that the effects of design features will differ across generations as the young have different 

expectations. Respondents are grouped by age into four categories that follows common generational 

distinctions: Generation Z: 18-24 years (n=166 respondents /1992 units of analysis), Millennials 25-39 

years (288/3456), Generation X: 40-54 years (309/3708), and Boomers: 55-75 (285/3420).5  

It is also to be expected that effects differ depending on time online as high-end users are likely to have 

different preferences compared to those who never or only rarely use the Internet. To gauge this 

aspect respondents were asked how much time they are online on an average day (On an average day, 

how much time do you spend using the Internet?) with five answer categories: 6 ‘Less than 30 minutes 

a day’ (n=12), ‘30-60 minutes’(n=125), ‘1-2 hours’ (n=259), ‘2-3 hours’ (n=290) and ‘More than three 

hours a day’ (n=357). Few respondents indicated a low daily time online, and this variable was 

therefore recoded into three categories: Low online time (less than 2 hours), Intermediate online time 

(2-3 hours) and High online time (more than three hours).  

Prior use of participatory platforms may also matter as those who are used to using these will have 

entirely differences needs and expectations than those who are novices. Here respondents were asked 

about their prior use of a selection of government platforms available to citizens in Finland.7 For each 

of them, respondents had four answer possibilities: ‘Never heard of’, ‘Heard of but never used’,  ‘Used 

once or rarely’, ‘Use regularly’. The answers to all were combined into a composite index of prior use 

that ranged between 0-24 (mean=8.24, SD=4.40, Alpha=0.81).8  This index as subsequently recoded 

into three categories of roughly equal sizes, where 0-6=Low use (n=379), 7-9=Intermediate use 

(n=322), and 10-24=High use (n=347). 

 
4 For accessibility there are only two categories, meaning the effect simply indicates the difference between the platform 
being accessible via web browser or in an application. 
5 I tested an alternative classification of age that did not follow generational patterns, but instead divided respondents into 
four groups of approximately equal sizes (30 or less, 31-42, 43-55, 56-75) and this led to similar substantial results. 
6 Another question asked how often respondents used the Internet (Several times a day, once a day, less often than once a 
day), but the variation here was limited (0.76% used less than once a day and 93% several times a day) so this was not used.  
7 The platforms included were: www.kansalaisaloite.fi, www.kuntalaisaloite.fi, www.demokratia.fi, www.nuortenideat.fi, 
www.otakantaa.fi, www.lasunto.fi, www.vaalit.fi, and the municipal homepage of the respondent. While some of these cater 
to special needs, most are general platforms available to all citizens in Finland.  
8 An exploratory factor analysis indicated that the underlying structure was one-dimensional (eigenvalue factor 1=2.99, factor 
2=0.72), which indicates that users do generally not specialize in certain types of platforms.   

http://www.kansalaisaloite.fi/
http://www.kuntalaisaloite.fi/
http://www.demokratia.fi/
http://www.nuortenideat.fi/
http://www.otakantaa.fi/
http://www.lasunto.fi/
http://www.vaalit.fi/
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To assess the impact of the attributes on platform favorability, I regress the candidate choice on all 

attribute levels using OLS regression with clustered standard errors to account for the fact that 

candidate choices are nested within respondents (Hainmueller et al., 2014). The coefficients obtained 

can be interpreted as Average Marginal Component Effect (AMCE), which describes how much the 

probability of choosing a platform would change on average if one of the platform's attributes were 

switched from the reference category to the particular attribute level (Hainmueller et al., 2014).  

The AMCEs are population averages, which as mentioned entails that there may be important 

differences across subgroups (Leeper et al., 2020). To inspect whether there are differences in effects 

depending on the prior use of ICTs, interaction terms between the attributes and the relevant groups 

are included to discern whether the causal effect of an attribute depends on another attribute or 

characteristic of the respondents (Hainmueller et al., 2014). This average component interaction effect 

(ACIE) shows effect sizes for the different groups. To establish the substantial relevance of interaction 

effects, it is insufficient to rely on tests of significance (Kam & Franzese, 2009, pp. 43–44). The practical 

implications are therefore also ascertained by seeing whether the effects have similar magnitudes and 

directions for different values of the moderator. 

A final measure of interest is the marginal mean, which describes the level of favorability toward 

platforms with a particular feature level when ignoring all other features (Leeper et al., 2020). The 

AMCE and ACIE depend on what reference category is used, which may at times be somewhat arbitrary 

and can lead to misleading interpretations when assessing differences across subgroups. It is therefore 

important to complement these with marginal means that are independent of the reference category 

chosen.  

As recommended by Hainmueller et al (2014), all results are reported in coefficient plots, where 

estimates are indicated by dots and 95% confidence intervals show the uncertainty around this point 

estimate. For ACMEs and ACIEs, there is a vertical line at 0. Point estimates to the right of this line 

indicate a positive ACME/ACIE and estimates to the left indicates a negative ACME/ACIE. If the 

confidence intervals cross the line, it cannot be ruled out that the true estimate is zero. For the 

marginal means, the vertical line is at 0.5, and when the intervals crosses this line, it means it cannot 

be ascertained that platforms incorporating this design feature are selected with a probability that 

deviates from the overall mean of 0.5. The full regression results are included in the appendix. 

4 Empirical analysis 
The first step in the analysis concerns the direct effects of the attributes on favorability. Figure 2 shows 

AMCEs and marginal means to address this issue. 
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Figure 2. Effects on total population  

 

For possibilities for discussions, moderated discussions have a positive effect on favorability compared 

to no possibilities for discussions (AMCE=0.055, p=0.000), which entails that the marginal mean moves 

from an average probability of being picked of 0.48 when no discussions are included to 0.53 when 

moderated discussions form part of a platform. The corresponding effect of discussions without 

moderation is not significant (AMCE=0.01, p=0.525). 

All types of interaction with policy makers have positive effects, whether it is in the form of the 

possibility to submit questions (AMCE=0.114, p=0.000), chatting (AMCE =0.112, p=0.000) or live via 

web cams (AMCE =0.064, p=0.000). However, only submitting questions and chatting have marginal 

means above 0.5 (both about 0.54), meaning platforms including these have an above average 

favorability among respondents when ignoring other features. 

For access to information, there are also positive effects of availability compared to no information, 

be it all available information (AMCE =0.063, P=0.000) or a digested version which only contains an 

overview (AMCE =0.098, P=0.000) However, it is only the latter digested version that respondents are 

more likely to select (mean=0.54).  

Respondents also prefer a specific role in decision-making, effects of being able to come up with 

suggestions (AMCE =0.065, p=0.000), discuss existing suggestions (B=0.077, p=0.000) and taking 

decisions (AMCE =0.039, p=0.004). But the marginal means again reveal important differences as only 

the advisory roles of coming up with new ideas (Mean=0.51) and discussing existing ideas (Mean=0.53) 

are preferred by a majority of respondents across other attributes. 

Including the possibility to remain anonymous has a positive effect (AMCE =0.093, p=0.000), and such 

platforms a preferred by a majority (mean=0.55). For verification, both weak (B=0.07, p=0.000) and 

strong verification (AMCE =0.16, p=0.000) have positive effects on favorability compared to having no 
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verification system, but the marginal means show that only strong verification leads to an average level 

of favorability above 0.5 (mean=0.58). This attribute has the strongest effects of all, showing that 

verification is an important topic for prospective users. For accessibility on the other hand, it makes 

little difference whether the platform is delivered through an app or over an Internet browser 

(AMCE=0.02, p=0.075).  

The following figures 3-5 show the results for H2 and differences across familiarity with the use of ICTs. 

Figure 3 shows differences in effects across generations.  

Fig 3. ACIEs across generations 

 

The main difference is for verification, where there are significant interaction effects for the effect of 

weak verification for Generation X (ACIE= 0.103, p=0.005) and Boomers (ACIE=0.086, p=0.005) and for 

strong verification also for Generation X (ACIE=0.128, p=0.001) and Boomers (ACIE=0.093, p=0.027). 

This entails that verification has stronger effects for the older generations, whereas they are weaker 

for Generation Z, and to some extent the Millennials. 

There is also a significant interaction effect for accessibility where the effect differ for Boomers 

(ACIE=0.072, p=0.017), which entails that it has a stronger effect to allow access via an application 

rather than a computer browser for this generation. 

Figure 4 shows the results depending on time spend online daily.   
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Fig 4. ACIEs across time online 

  

For discussions, an interaction effect between discussions with moderation and being online more 

than 3 hours a day approaches significance (ACIE=0.039, p=0.082), but it is nonetheless noteworthy 

since it indicates that moderation is mainly demanded by those who are more online. Otherwise, it is 

often the intermediate group that stands out as several effects are or come close to close to being 

significant. For interactions with policy makers, the effects differ when it comes to submitting 

questions to (AICE=0.075, p=0.024) and chatting with decision makers (ACIE=0.098, p=0.004). 

However, the marginal means reveal that the stronger effects is mainly because platforms with no 

possibility for interaction are only picked 39.4% of the time among the intermediate users. For 

information, the interaction term for short overviews approaches significance in this group 

(ACIE=0.055, p=0.064), and this is also the case for allowing anonymity (ACIE=-0.045, p=0.062). 

However, the practical implications here appear to be limited. Finally, the effect of strong verification 

also differs among those with intermediate daily use (ACIE=-0.072, p=0.030), and it even comes close 

to doing so in the group high daily usage (ACIE=-0.057, p=0.070). The main implication of this is that 

the group with low daily usage are more likely to pick a platform with strong verification (mean=0.61 

compared to 0.56 for intermediate and 0.57 for those with high usage). 

Figure 5 shows differences across prior use of participatory platforms.  
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Figure 5. ACIEs across prior platform use 

 

Here there are some indications that effects differ for the group most accustomed to using platforms. 

The interaction effect with moderated discussions approaches significance (ACIE=0.050, p=0.063), 

which indicates that this design feature is more appreciated in this group. A significant interaction term 

for short information overviews shows that this feature is less appreciated among avid users (ACIE=-

0.069, p=0.013). Finally, a significant interaction effect for accessibility (ACIE=-0.050, p=0.035) entails 

that it is only among those with low prior involvement we find a preference for an application over 

accessing via the browser, whereas more accustomed users find it irrelevant.  

4.1 Robustness and assumptions 

Various factors may affect the validity of the results. It may be objected that favorability does not imply 

that the design features also affect the willingness to participate. A follow-up question was therefore 

asked each time a respondent had indicated which platform they favored, asking them whether they 

would also participate on the selected platform. Fig. 6 shows the ACMES for this question. The marginal 

means are not shown since the follow-up question is only asked for the profile picked in the first place, 

which distorts the interpretation of the means. 
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Fig 6. Effects on willingness to participate 

 

The pattern resembles the one shown in figure 1, although the effects are weaker because selecting a 

platform in each comparison does not necessarily imply a willingness to also become active on this 

platform. Nevertheless, the results show that design features affect the willingness to participate in a 

similar manner. 

It is also important to assess the robustness of the results across the conjoint design (Hainmueller et 

al., 2014). While randomization can ensure that most features do not affect the results, it is necessary 

to examine differences across round of comparison and left/right profile. Figure 7 shows differences 

across the six rounds of comparisons to see whether there are patterns in the effects. 
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Figure 7. ACIEs across rounds of comparison   

 

These results show that there are some fluctuations, and a tendency for strong verification to have 

weaker effects in round 4-6 (although none of the interaction effects are significant at a p<0.05). 

However, there is no uniform pattern towards weaker effects in the latter rounds, as would be 

expected if survey satisficing were affecting the results (Bansak et al., 2018). The results are therefore 

unlikely to be affected by respondents growing tired of comparing platforms. 

The final check reported here concerns whether there are systematic differences depending on 

whether a profile was presented to the left or the right of the screen as this may also bias the results 

(Hainmueller et al., 2014). 
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Figure 8. ACIES across left/right placement 

 

Here there is a tendency for the effects concerning all levels in role of the platform to be weaker when 

presented in the right pane rather than the left pane, which may have affected the impact of this 

attribute. However, because this is not the case for all other attributes, there is no reason to believe 

that this fluke biased the results. 

5 Discussion of results and conclusions 
This study has examined how design features affect evaluations of participatory platforms. The 

following highlights the main findings and their implications for advice on how to successfully launch 

a participatory platform. 

First, the results for H1 clearly show that design features of public websites have important 

consequences for how people evaluate the use of participatory platforms. As highlighted by previous 

studies, design matters for the impact of participatory platforms platform (Åström & Grönlund, 2012; 

Esau et al., 2017; Fung, 2003; Steibel & Estevez, 2015). However, this research goes beyond the 

previous endeavors to show that design features directly affect how citizens, and thereby prospective 

users, evaluate the usefulness of such platforms and even their willingness to participate on such 

platforms. The results clearly demonstrate that it has negative consequences when features are 

missing, as indicated by the mean scores in Figure 2. When launching a participatory platform, the 

creators should therefore consider what the public want rather than rely solely on abstract ideals or 

technological possibilities. 

However, there are also important differences between different features in how much they affect 

evaluations. Several studies emphasize the need to increase the deliberativeness of participatory 

platforms (Coleman & Moss, 2012; Esau et al., 2017; Fishkin, 2009; Landwehr, 2014; Neblo et al., 2018; 

Rhee & Kim, 2009). The results here generally also show that the public prefer platforms that adhere 
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to deliberative ideals over representation or participation. The clearest evidence is the strong 

preference for moderated discussions, but also that people on average prefer platforms that aim to 

discuss suggestions and ideas rather than make final decisions. While it may seem surprising that 

people are willing to engage in such demanding forms of participation, similar results have been found 

for offline participatory mechanisms (Christensen, 2020). This means that a new participatory platform 

should include deliberative features that enable respectful dialogue and careful contemplation of the 

pros and cons of the issues under consideration.  

But what was just as important was the more pragmatic features that had an effect as strong or even 

stronger in the case of verification. People want platforms with a high level of identity verification of 

users (Ma & Agarwal, 2007; Mir et al., 2020; Mordini & Green, 2009), but at the same time they do 

value the possibility to remain anonymous (Asenbaum, 2018; Moore et al., 2020; Nissenbaum, 1999). 

Hence, while people may trust authorities with their private information, it does not necessarily mean 

that they want to share their identity with other users. Platform developers should therefore aim to 

develop platforms that enable strong verification, but at least give users the possibility to not disclose 

their identity to other users.  

Finally, some differences exist among people depending on their prior use of ICTs, as conjectured by 

H2. Nevertheless, the differences were less acute than what the most dire interpretations of the digital 

divide suggest living (Dijk, 2005; DiMaggio & Garip, 2012; Norris, 2001; Warschauer, 2004). The 

clearest difference concerned the use of verification, where there were stronger effects among less 

accustomed users. This is most likely because these people worry more about security issues and 

therefore wants to ensure that verification is as strong as possible. To mobilize these users, it is 

therefore important to create platforms that can alleviate such fears.  

These results clearly show that it is important to consider a user perspective when launching a 

participatory platform. What design features are included has direct implications for how citizens 

assess participatory platforms and their willingness to participate on them. This inattention may help 

explain why so many platforms fail to deliver on their promises (Anthopoulos et al., 2016; Choi & 

Chandler, 2020; Elkadi, 2013; Toots, 2019). Even when it may not make sense to ask users directly, it 

is important to find alternative ways to gauge citizens’ preferences. Survey experiments such as 

conjoint analysis may provide a useful tool for gaining an insight into demands that respondents are 

unwilling or unable to articulate when asked directly.  

While these findings thus provide important insights, it is still necessary to assess whether similar 

effects can be replicated outside of Finland. Although the results here do not reveal major differences 

across groups in the population, it cannot be taken for granted that this is also the case in other 

countries, where the population is less accustomed to participatory platforms. It is always important 

to consider contextual differences in this regard.  
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Appendix 
Table A1. Regressions results 

     ACME Interaction with 
generation 

Interaction with 
time online 

Interaction with 
prior website use 

Discussion (Ref: No discussions)     
 Discussions without moderation 0.007 -0.015 -0.006 0.005 
   (0.011) (0.029) (0.019) (0.018) 
 Discussions with moderation 0.055*** 0.043 0.039** 0.030 
   (0.011) (0.028) (0.019) (0.019) 
Interaction (Ref. No interaction)     
 Submit questions 0.114*** 0.114*** 0.079*** 0.117*** 
   (0.013) (0.032) (0.021) (0.022) 
 Chat questions 0.112*** 0.098*** 0.079*** 0.106*** 
   (0.014) (0.035) (0.021) (0.022) 
 Live questions 0.065*** 0.043 0.050** 0.038* 
   (0.013) (0.030) (0.021) (0.022) 
Information (Ref. No information)     
 All information 0.063*** 0.081*** 0.061*** 0.090*** 
   (0.011) (0.029) (0.019) (0.019) 
 Overview 0.098*** 0.090*** 0.074*** 0.130*** 
   (0.012) (0.027) (0.019) (0.019) 
Role (Ref undefined)     
 Come up with ideas 0.056*** 0.017 0.046** 0.032 
   (0.013) (0.032) (0.021) (0.022) 
 Discuss existing ideas 0.077*** 0.064** 0.069*** 0.067*** 
   (0.013) (0.031) (0.022) (0.021) 
 Make final decisions 0.039*** 0.055* 0.015 0.048** 
   (0.013) (0.031) (0.021) (0.022) 
Anonymity (Ref. Not possible) 0.094*** 0.080*** 0.098*** 0.097*** 
   (0.010) (0.027) (0.016) (0.017) 
Verification (Ref. No verification)     
 Weak verification 0.073*** 0.008 0.074*** 0.057*** 
   (0.012) (0.030) (0.018) (0.020) 
 Strong accessibility 0.161*** 0.082*** 0.202*** 0.152*** 
   (0.013) (0.031) (0.022) (0.022) 
 Accessibility (Ref. Web browser) 0.017* -0.009 0.011 0.039** 
Generation (Ref Gen Z)     
 Millennials  -0.087   
    (0.060)   
 Gen X  -0.144**   
    (0.058)   
 Boomers  -0.097   
    (0.059)   
 Discussions without moderation#Millennial  0.037   
    (0.036)   
 Discussions without moderation#Gen X  0.028   
    (0.036)   
 Discussions without moderation#Boomer  0.017   
    (0.036)   
 Discussions with moderation #Millennial  0.039   
    (0.036)   
 Discussions with moderation #Gen X  0.031   
    (0.035)   
 Discussions with moderation#Boomer  -0.025   
    (0.035)   
 Submit questions#Millennial  0.005   
    (0.041)   
 Submit questions#Gen X  0.034   
    (0.040)   
 Submit questions#Boomer  -0.045   
    (0.040)   
 Chat questions#Millennial  0.008   
    (0.044)   
 Chat questions#Gen X  0.042   
    (0.043)   
 Chat questions#Boomer  -0.005   
    (0.044)   
 Live questions#Millennial  0.038   
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     ACME Interaction with 
generation 

Interaction with 
time online 

Interaction with 
prior website use 

    (0.039)   
 Live questions#Gen X  0.027   
    (0.039)   
 Live questions#Boomer  0.007   
    (0.040)   
 All information#Millennial  -0.033   
    (0.037)   
 All information#Gen X  -0.020   
    (0.035)   
 All information#Boomer  -0.017   
    (0.036)   
 Overview#Millennial  -0.004   
    (0.036)   
 Overview#Gen X  0.030   
    (0.035)   
 Overview#Boomer  0.000   
    (0.036)   
 Come up with ideas#Millennial  0.060   
    (0.041)   
 Come up with ideas#Gen X  0.044   
    (0.040)   
 Come up with ideas#Boomer  0.031   
    (0.040)   
 Discuss ideas#Millennial  -0.001   
    (0.040)   
 Discuss ideas#Gen X  0.005   
    (0.039)   
 Discuss ideas#Boomer  0.039   
    (0.039)   
 Make decisions#Millennial  -0.016   
    (0.041)   
 Make decisions#Gen X  -0.013   
    (0.039)   
 Make decisions#Boomer  -0.034   
    (0.040)   
 Anonymity possible#Millennial  0.030   
    (0.033)   
 Anonymity possible#Gen X  0.001   
    (0.032)   
 Anonymity possible#Boomer  0.023   
    (0.032)   
 Weak#Millennial  0.040   
    (0.038)   
 Weak#Gen X  0.103***   
    (0.036)   
 Weak#Boomer  0.086**   
    (0.038)   
 Strong#Millennial  0.059   
    (0.040)   
 Strong#Gen X  0.128***   
    (0.040)   
 Strong#Boomer  0.093**   
    (0.042)   
 2.att_access#Millennial  0.006   
    (0.029)   
 2.att_access#Gen X  0.018   
    (0.029)   
 2.att_access#Boomer  0.072**   
    (0.030)   
Time online (Ref. Low)     
 Intermediate   -0.061  
     (0.045)  
 High   -0.060  
     (0.044)  
 Discussions without 
moderation#Intermediate 

  0.010  

     (0.029)  
 Discussions without moderation#High   0.029  
     (0.027)  
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     ACME Interaction with 
generation 

Interaction with 
time online 

Interaction with 
prior website use 

 Discussion with moderation#Intermediate   0.003  
     (0.029)  
 Discussion with moderation #High   0.046*  
     (0.026)  
 Submit questions#Intermediate   0.075**  
     (0.033)  
 Submit questions#High   0.043  
     (0.030)  
 Chat questions#Intermediate   0.098***  
     (0.034)  
 Chat questions#High   0.017  
     (0.032)  
 Live questions#Intermediate   0.041  
     (0.032)  
 Live questions#High   0.009  
     (0.031)  
 All information#Intermediate   -0.012  
     (0.029)  
 All information#High   0.016  
     (0.027)  
 Overview#Intermediate   0.055*  
     (0.030)  
 Overview#High   0.027  
     (0.028)  
 Come up with ideas#Intermediate   0.044  
     (0.033)  
 Come up with ideas#High   -0.004  
     (0.030)  
 Discuss ideas#Intermediate   0.029  
     (0.033)  
 Discuss ideas#High   0.001  
     (0.030)  
 Make decisions#Intermediate   0.044  
     (0.033)  
 Make decisions#High   0.032  
     (0.031)  
 Anonymity possible#Intermediate   -0.045*  
     (0.024)  
 Anonymity possible#High   0.023  
     (0.024)  
 Weak#Intermediate   0.004  
     (0.029)  
 Weak#High   -0.006  
     (0.028)  
 Strong#Intermediate   -0.072**  
     (0.033)  
 Strong#High   -0.057*  
     (0.032)  
 Application#Intermediate   0.010  
     (0.024)  
 Application#High   0.012  
     (0.023)  
Prior website use (Ref Low)     
 Intermediate    -0.010 
      (0.046) 
 High    0.011 
      (0.044) 
 Discussions without 
moderation#Intermediate 

   -0.007 

      (0.028) 
 Discussions without moderation#High    0.015 
      (0.027) 
 Discussions with moderation#Intermediate    0.029 
      (0.028) 
 Discussions with moderation#High    0.050* 
      (0.027) 
 Submit questions#Intermediate    -0.006 
      (0.033) 
 Submit questions#High    -0.001 
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     ACME Interaction with 
generation 

Interaction with 
time online 

Interaction with 
prior website use 

      (0.031) 
 Chat questions#Intermediate    0.022 
      (0.033) 
 Chat questions#High    0.001 
      (0.032) 
 Live questions#Intermediate    0.048 
      (0.032) 
 Live questions#High    0.036 
      (0.031) 
 All information#Intermediate    -0.038 
      (0.028) 
 All information#High    -0.044 
      (0.027) 
 Overview#Intermediate    -0.029 
      (0.029) 
 Overview#High    -0.069** 
      (0.028) 
 Come up with ideas#Intermediate    0.040 
      (0.032) 
 Come up with ideas#High    0.035 
      (0.031) 
 Discuss ideas#Intermediate    0.031 
      (0.032) 
 Discuss ideas#High    -0.002 
      (0.031) 
 Make decisions#Intermediate    0.004 
      (0.032) 
 Make decisions#High    -0.031 
      (0.032) 
 Anonymity possible#Intermediate    -0.013 
      (0.024) 
 Anonymity possible#High    0.003 
      (0.024) 
 Weak#Intermediate    0.025 
      (0.029) 
 Weak#High    0.022 
      (0.028) 
 Strong#Intermediate    -0.009 
      (0.033) 
 Strong#High    0.035 
      (0.032) 
 Application#Intermediate    -0.017 
      (0.024) 
 Application#High    -0.050** 
      (0.024) 
 Constant 0.176*** 0.271*** 0.213*** 0.176*** 
   (0.018) (0.048) (0.032) (0.031) 

 Observations 12576 12576 12576 12576 

Standard errors are in parenthesis *** p<0.01, ** p<0.05, * p<0.1 

 

 


